
SceneNeRF:

3D Reconstruction of Real-World Scenes

Thies de Graaff, Eike Möhlmann | DLR

Final Event | March 10, 2023



Motivation

• Synthetic data samples as well as entire simulators play an increasingly important role

• Training and testing of visual perception models

• Reinforcement learning of driving policies

• Transferability of the results in the simulation to the real world is bounded by the simulation’s realism

• Especially due to the lack of diverse environments

Goal

Increase the availability of diverse virtual worlds

by 3D reconstruction of real-world scenes.
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“NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis,”
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Problems

• Large, unbounded scenes

• Highly-dynamic traffic
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“nuScenes: A multimodal dataset for autonomous driving”,In CVPR 2020.



Architecture
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Benchmarks
Setting 1: No traffic
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Benchmarks
Setting 2: Traffic
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Results @ Setting 1
Default NeRF
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Training time: ~8h



Results @ Setting 1
NeRF w/ Hash Encoding
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Training time: ~9min



Results @ Setting 1
NeRF + Hash Encoding + FG/BG Separation
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Training time: ~20min



Results @ Setting 2
SceneNeRF
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Training time: ~22min



KI Delta Learning is a project of the KI Familie. It was initiated 

and developed by the VDA Leitinitiative autonomous and 

connected driving and is funded by the Federal Ministry for 

Economic Affairs and Climate Action.
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