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Transfer Learning Tasks

Semantic Object
Segmentation Detection Classification

Transfer Learning Al

Camera 55 % Pedestrian
Radar 38 % Street
Lidar 6 % Sidewalk

Input — Output
(Domain) = (Domain)
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Transfer Learning Problem Statement
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Transfer Learning
In a Nutshell
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Transfer Learning
In the Project

Continuous Learning Synthetic data Cross-Sensor-Adaption Time and place adaptation Environmental adaptation
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Transfer Learning Solutions
Continuous Learning

Catastrophic Forgetting Federated Learning
Important for transfer learning If Data and/or model(s) cannot leave a country
Competitive relevant benchmarking Train in a secured virtual space

Class/Domain continual
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Transfer Learning Solutions ‘
Synthetic data

Causal Learning Simulation to Real

+ Avoid learning non-relevant features « Analyse Deltas of special cases

- Invariant features - Transfer annotations from simulated data

- Synthetic data-> easy to change A * Inject the rendered objects into real scenes

—“>More training data
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Transfer Learning Solutions ‘
Cross-Sensor Adaptation

Knowledge Graphs

Use arbitrary Data to improve [ Artificial Intelligence ]
your ML Algorithm - AN
Realising a better knowledge transfer [ Symbolic Al ] [ Machine Learning ]

(embedding)

Prior
Knowledge




Transfer Learning Solutions
Time and place adaptation / Environmental adaptation

Robustness
Robust against noise/corruptions
Robust against corner cases
Remain quality on clean data

Image ----
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Summary ‘

Too much data variation
-> Expensive/Impossible

Minimize As

A Synthetic

TL methods support
Generalization

Domain invariance
Parameter/Data efficiency
Robustness

A=Domain Gap
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