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Introduction
Robust depth estimation is an important 
component of autonomous driving and 
erroneous estimates can lead to fatal failures. 
Therefore, it is crucial that depth estimation 
works robustly in all possible scenarios. 
The so-called open-world problem describes 
that it is not possible to cover all possible 
scenarios in the training data. To circumvent 
this, we present a benchmark that evaluates 
robust multi-view depth  on unseen data. 
Further, we present a baseline model for this 
task that outperforms previous work.

The Robust Multi-view Depth Benchmark
Data: The benchmark defines test sets based
on multiple diverse existing datasets: KITTI, 
ScanNet, ETH3D, DTU, Tanks and Temples.
Evaluation settings: The benchmark allows
evaluation with different input modalities
(images, intrinsics, GT poses, GT depth ranges)
and an optional alignment between predicted

and ground truth depths.
Metrics: Absolute Relative Error (rel), Inlier
Ratio with a Threshold of 1.03 (τ), 
Sparsification Error Curves, AUSE, performance
for different numbers of source views.

The Robust MVD Baseline Model

Architecture: The architecture is based on 
DispNet but modified to multi-view inputs.
Training data: StaticThings3D + BlendedMVS.
Data augmentation: The model is trained with
a novel augmentation strategy that we call
scale augmentation.

Results
We evaluate state-of-the art models and the
Robust MVD Baseline Model on the RMVD 
Benchmark. Results are given in Table 1.
We find that:
• All models perform significantly better on 

the training domain (marked in n).
• Models perform significantly worse in the

absolute scale setting (marked in n).
• The Robust MVD Baseline Model shows more

consistent performance across test sets and 
works in the absolute scale setting
(marked in n).

We provide code at:
https://github.com/lmb-freiburg/robustmvd
• dataloaders
• evaluation code
• code to run all models.

For more information contact: 
schroepp@cs.uni-freiburg.de
brox@cs.uni-freiburg.de

Figure 1: The Robust Multi-View Depth Benchmark evaluates robust 
multi-view depth estimation on arbitrary real-world data. 
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Table 1: Quantitative results for the evaluated multi-view depth models on the Robust MVD Benchmark with different evaluation settings: 
a) no poses, no depth range, with alignment, b) with poses, with depth range, no alignment, c) with poses, no depth range, no alignment. 

Figure 2: Robust MVD Baseline Model Architecture.
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