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Introduction
• Empirical study to investigate effects of 

catastrophic forgetting for Object Detection 
for Autonomous Driving 

• Autonomous Systems are exposed to ever-
changing data-distributions (Figure 1)

• Incremental training can lead to a degradation 
in performance, known as catastrophic 
forgetting

• Investigation of Domain-incremental Learning 
Class-incremental Learning (Figure 2) for 
BDD100K [1]

Metrics
Model is evaluated after each task (mAP) on all K
tasks 𝑃∈ℝ^𝐾𝑥𝐾

• Average mAP

• Backward Transfer [2]

• Forward Transfer [2]

Results
The order of tasks and the data distribution of 
the input influences the severity of forgetting.

The architecture of the detector has an influence 
on the forgetting. 

Class-incremental learning leads to more severe 
forgetting compared to domain-incremental 
learning.

Conclusion
• Continuous Learning highly depends on 

chosen scenario
• Unbalanced data distributions must be 

accounted for when training incrementally
• Task-agnostic RPN (Faster-RCNN) improves 

performance
• Future research should incorporate random 

orderings and more realistic scenarios
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Figure 1: Distribution of Time of Day (left) and Weather (right). 
(©ZF Group)
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Figure 2: a) Class-incremental and b) Domain-incremental Learning (©ZF Group)


