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Pruning and Explainability
Pruning is a technique to remove less 
important connections/filters from a model, 
making it more efficient while preserving or 
improving performance. This process usually 
is non-transparent for the user and is barely 
interpretable and there are hardly any 
methods that combine both aspects. ZF has 
faced this problem and developed a method 
that combines pruning and interpretability, 
called “Interpretable Pruning”.

HRank Filter Pruning for Object Detection
In the first phases of the project, we extended 
HRank[1] filter pruning technique:
• extended method from classification to 

object detection
• tested with SSD[2] and a VGG16[3]  

backbone (Result shown in Fig. 2). 
• tested pruned models on the ZF ProAI 

(Fig. 1)

Interpretable Pruning
The process of Interpretable Pruning has the 
following key points:
• generating heatmaps for each filter for 

each layer 
• heatmaps reflects the influence of the 

respective filter for one image/prediction
• rank filters for several input images

• prune filter with least activations
• finetune compressed model

à Method provides explainability and  
traceability of the pruning process

Results
The results of our Interpretable Pruning 
method are shown in Fig. 2. Up to a 
compression rate of 40%, the accuracy 
remains almost unchanged. We observed a 
significant drop after increasing the pruning 
rate by a few percent. Compared to other 
methods from the literature, however, it was 
to be expected that the accuracy would 
continuously decrease as the compression 
rate increased. It is noticeable that from a 
compression rate above 55%, the accuracy 
remais at level of 20%. This behavior could not 
be confirmed with classification, which 
indicates an issue with the combination of 
method and model architecture. This behavior 
will be further investigated in the future. 
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Figure 2: Results after the optimization of Interpretable Pruning. A stable behavior of the accuracy up to a compression rate of 40% can be clearly 
seen. After that, the accuracy drops very quickly. The comparison to the HRank method shows that our approach needs further optimization. 
(©ZF Group)
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Figure 1: Performance testing of SSD300 model pruned with HRank. 
There is only a marginal improvement due to the peculiarity of the 
hooks used by the PyTorch framework. (©ZF Group)

Figure 3: Overview of heatmaps used for Interpretable Pruning method. 
(©ZF Group)


