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Use-Case in Delta Learning
Relative to traditional supervised approaches, 
self-supervised depth estimation models 
allow for extraction of 3D information from 
raw camera images without relying on 
additional expensive sensors and labels. This 
leads to considerable savings in both cost and 
time and ability to use data from diverse 
environments and geographies with minimal 
effort.

Technical Problem

This work attempts to alleviate the problem of 
disparity between the overall performance of 
supervised and self-supervised monocular 
depth estimation models. Though the former 
performs better, it is relatively restricted due 
to the need of ground truth data. Additionally, 
a general strategy to improve such a model’s 
ability during training is also focussed on.

Technical Solution
Most existing monocular depth estimation 
approaches use the standard encoder-
decoder model structure to estimate depth 
from camera images which may ignore 
relevant features especially at boundaries and 
in texture-less regions. Given a consecutive 
sequence of images It-1, It and It+1, let It be the 
target image and It-1, It+1, the source images. 
PoseNet provides the camera transformation 
parameters between the source and target 
images which in turn is used to inverse warp 

the source images to synthesise the target 
image using the output of DepthNet. The 
photometric difference between the original 
and synthesised images is used as supervisory 
signal for the models (Figure 1). Our approach 
also attempts to study the effects of usage of 
various attention modules on the model 
performance. This is achieved by utilising 
attention blocks in the decoder prior to the 
upscaling operation. The effects of 
incorporating depth maps as input to PoseNet

and additional encoded feature maps from 
FeatureNet as input to view synthesis 
technique was also quantified [1]. This 
especially helps improve the model’s ability to 
better deal with boundary and texture-less 
regions. 

Evaluation
Experiments with multiple attention 
techniques were carried out. CBAM and ECA 
were the front runners implying that channel-
based attention techniques perform better for 
the task of depth estimation [2, 3]. Usage of 
depth map as additional input to the pose 
estimation network results in significant 
improvement in the estimated depth map 
(Figure 2, Table 1). Limitations include 
inability to cope with real-world conditions 
like rain, reflecting surfaces, motion blur etc.

Figure 1: High-level overview of the method
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Table 1: Comparison of performance with different models for KITTI and DDAD datasets. DIFFNet – DIFFNet with CBAM, 
DIFFNet# – DIFFNet with ECA,  D - Depth map input to PoseNet, F - FeatureNet [4]. All values in meters. 

Model
Abs Rel Sq Rel RMSE 𝜹𝟏.𝟐𝟓

Lower is better Higher is better
KITTI

DIFFNet 0.0989 0.703 4.317 0.902
DIFFNet + D 0.0978 0.694 4.307 0.904
DIFFNet# + D 0.0989 0.728 4.378 0.903
DIFFNet + F 0.0988 0.696 4.295 0.902

DIFFNet + D + F 0.0978 0.689 4.282 0.905
DDAD

DIFFNet 0.137 3.646 13.717 0.851
DIFFNet + D 0.130 2.569 12.896 0.847
DIFFNet# + D 0.125 2.652 13.137 0.857
DIFFNet + F 0.134 2.569 12.896 0.847

DIFFNet + D + F 0.127 3.174 12.231 0.840
Monodepth2 0.198 4.504 16.641 0.781
DepthFormer 0.135 2.953 12.477 0.836

Figure 2: Depth maps for scenes with relatively prominent 
texture-less (in shadows) regions in both KITTI and DDAD datasets
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