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Introduction
While deep learning architectures that fuse 
vision and range data for 2D object detection 
have thrived in recent years, the corresponding 
modalities can degrade in adverse weather or 
lighting conditions, ultimately leading to a 
drop in performance. Although domain 
adaptation methods attempt to bridge the 
domain gap between source and target 
domains, they do not readily extend to 
heterogeneous data distributions.

Motivation:
Can multimodal methods generalize better
than unimodal methods on new domains? And 
what is the key to accomplish this?

Contribution:
We leverage different uncertainty concepts to
align th source and target foreground features. 

Method 
We propose a new framework for multimodal 
domain adaptation with 4 contributions:

• We propose new data augmentation tools for
lidar depthmaps: points dropout, additive 
point gaussian noise, point scatter. 

• We propose to leverage the sensors aleatoric
uncertainty to weigh the foreground regions
in the network‘s deep features in roder to
align them using a domain discriminator.

• We propose self-supervision techiques using
geometric transformations on the patch-
level. The self-supervised tasks in the target
domain are learned in parallel with the
detection task on the source domain.

• We leverage the epistemic uncertainty of the
network post NMS to filter the predictions of
the network. Then, we use these predicted
bounding boxes as labels for a teacher
student, in a mean-teacher paradigm

• Extension to multi-target DA.

Results
We show that multimodal DA can outperform
state-of-the-art image only DA methods. 
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Figure 1: Architecture of the proposed model and domain adaptation approaches. 


