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Problem 
For many tasks, such as autonomous driving, 
running an agent in the real world is 
prohibitively expensive and dangerous. For 
this reason, training the agent in a simulated 
environment before releasing it to the real 
world is necessary. However, many agents fail 
in the real world because they are not able to 
handle the domain gap [1] between the real 
and the simulated environment. 

Approach
In this work, we present an approach to create 
a world model [2] that projects observations 
from two different domains into a single 
common latent space. Such a world model can 
then be rolled out to generate data to train a 
policy on latent states which are similar for 
simulation and reality. Thus, it is not necessary 
to adapt policy training to either of the 
domains. This approach can be used for any 
sensor input in the form of 2D maps, such as 
RGB-camera input or BEV-projected LIDAR 
points. For performance reasons we evaluate 
our approach in an RGB to Semantic 
Segmentation set

Cycle-Consistent World Models (CCWM) 
Our model consists of the following modules: 
• Domain A/B encoder and decoder 
• Latent transition model prior and posterior 
• Reward decoder 

The loss function consists of the
reconstruction losses to each domain, the 
cycle-consistency losses and regularization 
losses that aligns the prior and posterior. An 
observation from either domain is projected in 
the shared latent space and latent transition 
model enforces that the latent space must be 
learned such that future latent states can be 
predicted  independently from the domain. 

Results
We compared our approach to related domain 
adaption approaches, such as Random 
Convolutions [3] and Cycle-GANs [4]. Our 
results show that CCWM yields better reward 
prediction than related approaches in the 
original domain and in the cross-modality 
setting CCWM can reconstruct the cross-
modality observation from latent states     
Additionally, an advantage of our approach is 
that by translation on the other domain, we 
can make the model interpretable, e.g. we can 
analyze qualitative differences between the 
reconstruction in both domains. 
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Figure 1: The general architecture of our approach. We train multiple 
encoder and decoder that project either into or from a common latent 
space on both domains.
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Table 1: Our approach outperforms common related approaches.

Figure 2: Examples for translation from/to a semantic birds-eye-view domain from/to a rgb domain.


