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Motivation
• Domain Generalization (DG) has no access

to any target domains and needs to learn
generalized features on a source domain

• Style randomization and instance
normalization and whitening are used

• We propose to simple utilize rule-based
image augmentations for DG

• we evaluate an extensive set of 
augmentations on the problem of synthetic-
to-real domain generalization

• we evaluate the best performing set of 
augmentations in a full factorial manner 
and statistically analyze their interactions

Results: Full Factorial Experiments

• Combination of augmentations provide
significant better out-of-domain 
generalization

• Mostly negative interaction factors due to 
similar augmentations effects

• Combination of gaussian blur and elastic
transform provide best absolute performance

• Statistical significance is not as good as
expected

• Higher degree of interaction also of interest
for application

Results: SOTA Comparison

• Augmentations perform competitive to
state-of-the-art DG approaches

• Utilizing DAFormer all other benchmarks
are clearly outperformed

Conclusions & Future Work
• Augmentations offer simple but competitive

alternative to recent DG approaches
• More research necessary to better

understand how augmentations DG
• Cross-dataset and cross architecture

transfer is important for future work

Approach
We choose a 2-step approach:
1. Evaluate stand-alone augmentations
2. Combine best performing augmentations in 

a full factorial manner and analyze their
interactions

For more information contact: 
nico.schmidt@cariad.technology
manuel.schwonberg@cariad.technology
Hanno.gottschalk@uni-wuppertal   

Sem
i-and

Unsupervised
Learning

Augmentation-based 
Domain Generalization 
for Semantic Segmentation

Manuel Schwonberg, Fadoua El Bouazati, 
Nico M. Schmidt, Hanno Gottschalk

Results: Stand-Alone Augmentation

• Learning rate and random cropping cause
significant improvement

• Stand-alone augmentation à small gains

Figure 1: Augmentations for Step I-Experiments (© CARIAD SE)

Figure 2: mIoU for stand-alone augmentations on Synthia and 
Ciytscapes (© CARIAD SE)

Figure 3: learning rate dependency of generalization (© CARIAD SE)

Figure 4: Statistical Analysis of a quadratic model (© CARIAD SE)

Figure 5: Comparison with State-of-the-Art approaches (© CARIAD SE)


